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Data structure: consider regression problems with

$$
y=F^{*}(x)+\text { noise }
$$

- What are good structural assumptions on $F^{*}$ for common problems?
- How can neural networks learn efficiently with such structure?
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This work: efficient learning of single-index models with shallow networks

## Example motivation: CNN filters

Multi-index model: $F^{*}(x)=f_{*}\left(\left\langle\theta_{1}^{*}, x\right\rangle, \ldots,\left\langle\theta_{k}^{*}, x\right\rangle\right)$, where $\theta_{j}^{*}$ are well-chosen filters


Feature visualization of convolutional net trained on ImageNet from [Zeiler \& Fergus 2013]

## Problem Setting

## Data model

- Gaussian inputs: $x \sim \mathcal{N}\left(0, I_{d}\right)$
- Single-index target model:
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$$

- $\phi(u)=\max (0, u):$ ReLU activation
- $b_{i} \sim \mathcal{N}\left(0, \tau^{2}\right)$ : fixed, random biases

Training algorithm: (projected) gradient descent on empirical loss

$$
L_{n}(c, \theta)=\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-f_{c, \theta}\left(x_{i}\right)\right)^{2}+\lambda\|c\|^{2}
$$
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- Information exponent $s$ : first non-zero $j$ such that $\alpha_{j} \neq 0$
- Initialization near the "equator" $(m=0), m \sim 1 / \sqrt{d}, m>0$ w.p. $1 / 2$
- The initial saddle $m^{s}$ can be escaped with $n \gtrsim d^{s}$ samples
- Recovery $m \rightarrow 1$ is easy after that
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- If $\alpha_{j} \beta_{j}<0$ for some $j$, may not recover $m \rightarrow 1$
- If $\alpha_{s} \beta_{s}>0$, we may still reach $m \rightarrow \gamma \in(0,1)$

This work: learn the $\beta_{j}$ using random features! Hopefully $\beta_{j} \rightarrow \alpha_{j}$
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- $\hat{P}_{\lambda}=\mathcal{T}^{*} \mathcal{T}\left(\mathcal{T}^{*} \mathcal{T}+\lambda I\right)^{-1}$ is a regularized projection operator on the RKHS of the random feature kernel (extends Bach, 2017b)
- When $\lambda$ is small enough, we may have $\alpha_{j} c^{\top} \mathcal{T}_{j}>0$ for all $j$.
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$\Longrightarrow$ must reach $|m| \approx 1$ by previous theorem!
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- Anti-concentration at initialization: $|m| \gtrsim 1 / \sqrt{d}, \quad\left|c^{\top} \mathcal{T}_{s}\right| \gtrsim\|c\|\left\|\mathcal{T}_{s}\right\| / \sqrt{N}$.
- Assume $\alpha_{s} c^{\top} \mathcal{T}_{s} m^{s}>0$ (prob. $1 / 2$ event)

First phase: train only $\theta \Longrightarrow m \rightarrow \gamma \in(0,1]$

$$
L(c, \theta) \approx \mathrm{cst}-O\left(\alpha_{s} c^{\top} \mathcal{T}_{s} m^{s}\right)
$$

- Initialization norm $\rho=\|c\|$ chosen to escape the level set of bad critical points

Second phase: joint training of $\theta$ and $c$ to a stationary point
$\Longrightarrow$ must reach $|m| \approx 1$ by previous theorem!
Final fine-tuning phase: re-train second layer $c$ on $n^{\prime}$ fresh samples with suitable $\lambda_{n^{\prime}}$

- optional, but needed for better rates
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$$

- Dynamics on empirical loss rely on landscape concentration results (Mei et al., 2016).
- Recovery of $\theta^{*}$ is near-optimal: $n \gtrsim d^{s}$ almost matches (Ben Arous et al., 2021).
- Fine-tuning recovers 1D non-parametric rates from kernel methods for fitting $f_{*}$.
- Without fine-tuning, we can still obtain vanishing excess risk, but at slower rate.


## Preliminary Experiments



First/second phase with piece-wise linear teacher $f_{*}$
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## Efficient learning of single-index models

- Shallow networks with tied neuron directions and random biases
- Combines feature learning of $\theta^{*}$ with non-parametric 1D estimation of $f_{*}$


## Further questions

- What if we train $(c, \theta)$ jointly from the start?
- SGD on the population loss?
- Untied neuron directions?
- Training the biases?
- Multi-index models?
- Is fine-tuning necessary for good rates?

Thank you!
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